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Accuracy and uncertainty of single-shot, nonresonant
laser-induced thermal acoustics

Stefan Schlamp, Hans G. Hornung, Thomas H. Sobota, and Eric B. Cummings

We study the accuracy and uncertainty of single-shot nonresonant laser-induced thermal acoustics
measurements of the speed of sound and the thermal diffusivity in unseeded atmospheric air from
electrostrictive gratings as a function of the laser power settings. For low pump energies, the measured
speed of sound is too low, which is due to the influence of noise on the numerical data analysis scheme.
For pump energies comparable to and higher than the breakdown energy of the gas, the measured speed
of sound is too high. This is an effect of leaving the acoustic limit, and instead creating finite-amplitude
density perturbations. The measured thermal diffusivity is too large for high noise levels but it de-
creases below the predicted value for high pump energies. The pump energy where the error is minimal
coincides for the speed of sound and for the thermal diffusivity measurements. The errors at this
minimum are 0.03% and 1%, respectively. The uncertainties for the speed of sound and the thermal
diffusivity decrease monotonically with signal intensity to 0.25% and 5%, respectively. © 2000 Optical
Society of America
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1. Introduction

In the four-wave mixing technique of laser-induced
thermal acoustics ~LITA!, two pulsed laser beams
~excitation beams! intersect at a shallow angle in the
est gas where interference creates an electric field
rating. By the molecular mechanisms of electro-
triction and thermalization, the electric field grating
esults in a density perturbation and hence a
efractive-index grating. Thermalization is predom-
nant for resonant pumping, whereas electrostrictive
ratings dominate in the case of nonresonant pump-
ng. If a continuous laser beam is directed at the
ragg angle at the density grating, part @2~0.01%!# of

his interrogation beam is coherently scattered into a
ignal beam. Because the density grating evolves
ver time and the signal beam intensity is propor-
ional to the instantaneous density grating modula-
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ion depth, the signal beam allows us to observe the
rating evolution.
The speed of sound is encoded in the LITA signal as

he Brillouin frequency, i.e., the speed of sound di-
ided by the fringe spacing of the density grating.
he thermal diffusivity together with the Gaussian
eam profiles cause the exponentially decaying tail of
LITA signal ~Fig. 1!. To extract the speed of sound
nd the thermal diffusivity from a LITA signal we
sed a theoretical model1,2 and a nonlinear fitting

procedure ~Levenberg–Marquardt scheme3! that fit
this model to the experimental data. The speed of
sound and the thermal diffusivity are fitting param-
eters. The fringe spacing and the beam sizes are
determined in a calibration measurement at known
fluid conditions. A frequency decomposition tech-
nique to extract the Brillouin frequency from the sig-
nal is also possible4 but it does not allow for
measurements of the thermal diffusivity. The same
is true when the Prony method is used to extract the
speed of sound.5,6

The accuracy ~i.e., the systematic error! and the
ncertainty ~i.e., the statistical error! of this method
epend on a number of parameters. The accuracy of
he calibration measurement, i.e., knowledge of the
recise fringe spacing and the Gaussian beam half-
idths, limits the measurement accuracy. The un-

ertainty of the Brillouin frequency will be reduced if
any oscillation cycles are recorded in the signal and
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if the time resolution is good. Similarly, we want
the total signal recording time and sampling rate to
be appropriate for the decay time constant of the
signal tail. In addition, the accuracy and uncer-
tainty of LITA measurements are mostly limited by
two factors: noise in the recorded signals and devi-
ations of the theoretical model from experiment.
These latter two factors are examined here.

To raise the signal-to-noise ratio ~SNR! at a fixed
oise level one can increase either the excitation

aser-pulse energy or the interrogation beam power
or both!. Theoretically, the signal should be propor-
ional to the interrogation laser power and should
cale quadratically with the excitation laser-pulse en-
rgy,7 provided that all other experimental parame-

ters are held constant ~beam crossing angle, beam
eometry, detector sensitivity, etc.!.
The theory used in the fitting assumes that the

ensity perturbations caused by the excitation laser
re small compared with the ambient density, i.e.,
hat the density grating behaves like an acoustic
ave. This approximation becomes worse with in-

reasing excitation laser-pulse energies. We see
hat there will be a trade-off between the favorable
nfluence of a stronger signal and the negative effects
f the nonlinear behavior of the waves. We want
o study this trade-off and find the point of best ac-
uracy and lowest uncertainty.

2. Experimental Setup and Procedure

A frequency-doubled, Q-switched Nd:YAG laser ~Con-
tinuum Surelite I10, maximum of 250 mJ, 10 Hz! was
used as the excitation laser. An arrangement of
beam splitters and mirrors on kinematic mounts
splits the beam in halves and focuses them path-
length matched on a finite-size point ~the sample vol-
ume! where they intersect at an angle of 2.175°. The
Gaussian beam half-width in the sample volume is
180 mm as determined in a calibration measurement.
The sample volume was located in the ~air-
conditioned! ambient room air without a surrounding
test cell. We adjusted the pulse energy by varying

Fig. 1. LITA signal from electrostrictive gratings in atmospheric
air ~32-shot average!.
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the flash-lamp voltage. The excitation laser-pulse
energy at different flash-lamp voltages was measured
with a laser powermeter ~Scientech Astral AA30!.

ulse energies ranged from 17 to 110 mJ. The data
cquisition was triggered by a photodetector ~Thor-
abs DET210, 1-ns response time! that detected the
xcitation laser pulse.
A cw argon-ion laser ~Spectra-Physics Stabilite

017, maximum of 1.3 W at 488 nm! provides the
nterrogation beam. The signal beam that is coher-
ntly scattered off the density grating is detected by

photomultiplier tube ~Hamamatsu H5783-03,
.65-ns response time! and recorded as 2048 discrete
oints with 12-bit resolution on a digital storage os-
illoscope ~Hewlett-Packard Infinium, 500 MHz! from
here it transferred to a personal computer for stor-
ge and data analysis. We removed incoherently
cattered light from the signal beam by employing an
nterference filter and a spatial filter. Figure 1
hows that the signals have no contributions stem-
ing from the excitation beam which would show as
short peak at t 5 0 . . . 8 ns. We aligned the optics
y imaging onto a screen the sample volume using a
ens. This allowed us to inspect the interference
ringes visually and the position of the interrogation
eam relative to the sample volume.
Sets of 1000 single-shot measurements were re-

orded for a range of excitation laser pump energies.
hese sets were taken in random order to eliminate
ystematic errors, e.g., errors that are due to varia-
ions in air temperature. The continuous interroga-
ion beam was operated at full power for most
easurements. Only when the lower limit for the
ash-lamp voltage ~preset by the manufacturer! was
eached, the interrogation laser power was reduced to
ecrease the signal level further. A pulse energy
hat resulted in gas breakdowns in more than 10% of
he shots was taken as the upper limit. Shots in
hich a gas breakdown occurred were discarded from

he subsequent data analysis.
The system was calibrated with twenty 32-shot-

veraged signals obtained at intermediate power set-
ings ~Fig. 1!. Ten calibration signals were taken at
he beginning of the tests, and ten were taken at the
nd. No significant difference was observed be-
ween the two groups of signals. A speed of sound of
45 mys was assumed for these calibration signals.
acking precision temperature, pressure, and humid-

ty data, we could not determine the exact speed of
ound. But because the measured speed of sound is
roportional to the assumed speed of sound in the
alibration, errors made in this assumed speed of
ound cancel with resulting errors in the actual data.
his means that, although the measured speed of
ound depends on an accurate calibration, the result-
ng values for the accuracy and uncertainty do not.
he calibration resulted in a beam crossing angle of
5 2.175°, an excitation beam half-width of v 5 189
m, and an interrogation beam half-width of s 5 330
m. The beam geometries were assumed indepen-
ent of the laser power settings. We determined the
ound speed and the thermal diffusivity for every
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trace using a Levenberg–Marquardt fitting of a the-
oretical model to the experimental data.1,2 The de-
viation of the average sound speed ~thermal
diffusivity! over a set from the calibration value

Dcs 5
cs,meas 2 cs,calib

cs,calib
, DDT 5

DT,meas 2 DT,calib

DT,calib

was used as the systematic error caused by laser
intensity changes. The standard deviation of the
sound speed ~thermal diffusivity! over each set was
taken as the measure for the uncertainty ~statistical
error!.

3. Results

Figure 2 shows the SNR versus the square of the
driver-laser-pulse energy ~Ed! times the interrogation
eam power ~P0!. We define the SNR as the peak

signal intensity of a given signal divided by the stan-
dard deviation of the noise in the pretrigger part of
the signal. As the theory predicts,7 the signal inten-
sity is approximately proportional to the interroga-
tion beam power and scales with the square of the
driver-laser-pulse energy. For high driver beam en-
ergies, the signals are stronger than predicted. The
calibration measurement stands out because we ob-
tained it by averaging over 32 individual traces, re-
sulting in an approximately six times higher SNR at
a given driver-laser-pulse energy. Deviations from
the dashed line are most likely due to errors in the
measurement of P0 and Ed.

Figure 3 illustrates how, at high pump energies, a
as breakdown can occur in the sample volume. It
lots the likelihood of observed gas breakdowns ver-
us the driver laser energy in the sample volume.
elow a critical pump energy no gas breakdowns are
bserved but their likelihood increases linearly for
ump energies above that threshold. The relevant
hysical quantity for the gas breakdown is the elec-
ric field grating intensity. Hence the threshold
alue for the driver laser pump energy will be a func-
ion of the pulse duration, beam diameter and qual-
ty, beam crossing angle, and also of the test gas.
articulates in the test gas critically influence the
reakdown energy. For the test gas used, the criti-
al pump energy is 50 mJ, which, according to Fig. 2
P0 5 1.3 W!, corresponds to a SNR of 80.

The error and uncertainty of the sound speed mea-
surements are plotted in Fig. 4. Similarly, Fig. 5
shows these results for the thermal diffusivity mea-
surements. For low SNR’s, the measured speed of
sound is too low. The error passes through zero at a
SNR of 110 ~minimum error is 0.03%!. For higher
pump energies, the measured speed of sound is too
high. The uncertainty does not have a minimum
but instead decreases monotonically with increasing
signal level. The error in the calibration signals is
zero by construction.

The uncertainty for the thermal diffusivity
measurements also decreases monotonically with in-
creasing signal intensity. It is, however, approxi-
mately ten times higher than for the sound speed
measurements at the same signal intensity. The
trend for the accuracy for the thermal diffusivity is
less pronounced but it appears to show the same
behavior as the sound speed error with a minimum
that coincides with the minimum for the sound speed
measurements ~the SNR is approximately 100!.

he measured thermal diffusivity tends to be too high
or SNR’s above the optimum and drops below the
alibration value for SNR’s greater than 100.

4. Discussion and Conclusions

The initial drop in the error and uncertainty with
increasing laser power settings can be attributed to
the increase in the SNR. The sign of the error will
depend on the numerical scheme used for the data
analysis. The Levenberg–Marquardt scheme seem-
ingly tends to smear out the oscillations in the pres-
ence of noise, resulting in a speed of sound that is too
low. The increased error for high SNR’s is due to
high-excitation beam pulse energies. The density
waves for these conditions can no longer be consid-
ered to be infinitesimally weak, which violates a basic

Fig. 2. SNR versus Ed2P0 where Ed is the driver-laser-pulse en-
ergy and P0 is the interrogation beam power.

Fig. 3. Percentage of shots with gas breakdown in the sample
volume versus the driver-laser-pulse energy density.
20 October 2000 y Vol. 39, No. 30 y APPLIED OPTICS 5479
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assumption in the theoretical model that is used in
the fitting routine. Instead, finite-amplitude distur-
bances with changing wave shapes are created that
travel faster than the local speed of sound of the
undisturbed fluid,8,9 resulting in measured speeds of
sound that are above the correct value. This also
causes the density perturbations ~and hence the sig-
nal intensity! to be stronger than for acoustic waves
~Fig. 2!. Another possible explanation of the higher
measured speed of sound at high pump energies is
local heating. But the lack of features in the signals
from the signals that we obtained by measurements
with thermalization gratings1,2 indicates that local
heating is not significant.

The sign of the error in the measurements of the
thermal diffusivity could also depend on the numer-
ical scheme used. In the present case, the effect of
noise is that the fitting routine underpredicts the
decay time constant, i.e, overpredicts the thermal
diffusivity. The measured thermal diffusivity de-
pends on the beam sizes that were determined in
the calibration at a given power setting. Varia-
tions of the beam geometry as a function of the
excitation laser power setting can also lead to this
result. Future measurements will compare the re-
sults when the pulse energy is controlled by either
the flash-lamp voltage or by means of the Q-switch
delay.

The optimum pulse energy in our case is slightly
above the critical value that can cause gas break-
downs. At this point we should have already left the
acoustic limit, but the benefits of the high SNR still
prevail. At this point, the tendency of the numerical
scheme to smear out oscillations is offset by the non-
linear acoustic effects. This optimum point will de-
pend on the experimental setup that is used. The
errors for single-shot measurements that are due to
laser intensity changes at the optimum pump energy
are 0.03% and 1% for the speed of sound and the
thermal diffusivity, respectively. The uncertainties
at this point of best accuracy are 0.5% and 10%, re-
spectively.

Fig. 4. Error and uncertainty of the speed of sound versus the
SNR.
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Averaging over many driver laser shots offers the
possibility of remaining in the acoustic limit while
at the same time increasing the SNR ~Fig. 2!. Sim-
larly, high interrogation beam powers with lower
river-laser-pulse energies have to be preferred
ver the opposite case, e.g. by use of long-pulsed,
igh-intensity interrogation beams.10 Also, photo-

multipliers with high quantum efficiencies will
result in an increased signal level at a given driver-
laser-pulse energy. These measures will move the
point of minimal error toward lower driver laser
energies. The gas breakdown energy is sensitive
with respect to the type and concentration of par-
ticulates in the test gas. In a particle-free gas with
otherwise unchanged conditions, the optimal pump
energy does remain constant but gas breakdowns
will be observed only for pump energies higher than
those listed in Fig. 3.

The reason for the higher errors for the measure-
ment of the thermal diffusivity is twofold. First,
given a sufficient time resolution and number of cy-
cles in the signal, we can measure a frequency much
more precisely than a decay time constant. This is
particularly true in the presence of noise. Second, to
convert the measured Brillouin frequency into the
speed of sound, only two parameters play a role: the
driver beam wavelength and the driver beam cross-
ing angle. The wavelength is fixed, constant, and
precisely known. The bandwidth of the laser is neg-
ligible. The beam crossing angle is stable. De-
pending on the optical setup, pointing instabilities of
the driver laser will not change it. We can deter-
mine it in a calibration measurement within
60.01%.7 The conversion of the decay time constant
into the thermal diffusivity requires knowledge of the
driver beam half-width and the interrogation beam
half-width in the sample volume. Furthermore, the
theory assumes Gaussian beam profiles, and devia-
tions therefrom will lead to errors. Each of these
parameters carries an uncertainty, and the beam ge-
ometries especially will vary because of thermal ef-
fects in the lasers.

Fig. 5. Error and uncertainty for the thermal diffusivity versus
the SNR.
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The uncertainties are not influenced by the devia-
tion of the theory from experiment as this represents
a systematic rather than a statistical error. Hence
they decrease monotonically with increasing driver-
laser-pulse energy ~SNR!. The results should also
apply in similar fashion to LITA when resonant
pumping is used and to other techniques for signal
processing.4,5
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